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Abstract

The present method utilized the hue-angle method to process the color images captured from the liquid crystal color

play. Instantaneous temperature readings from embedded thermocouples were utilized for in situ calibration of hue

angle for each data set. The convective heat transfer coefficient results were obtained by performing a 3-D inverse

transient conduction calculation over the entire jet impingement target surface and the substrate. The results of average

heat transfer coefficients agreed well with previous experimental results of point measurements by thermocouples.

Comparison between 1-D and 3-D results indicates that 1-D results are higher than the 3-D results with the local

maximum and minimum heat transfer values being overvalued by about 15–20% and the overall heat transfer by

approximately 12%. This is due to the fact that 1-D method does not include the lateral heat flows induced by local

temperature gradients. � 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

The primary motivations of employing liquid crystal

were: (a) liquid crystal method can make detailed surface

mapping of heat transfer performance, (b) liquid crystal

method is more economical and affordable than infrared

thermal imaging method. However, for commercially

available thermochromic liquid crystal (TLC) products,

the color play range is typically only about 5 �C, which is

limited and undesirable for most practical applications.

Generally, the liquid crystal method can be classified into

two categories: steady method and transient method.

1.1. Steady TLC method

The steady TLC method allows the entire surface to

be mapped from one TLC image using a color processing

system. Numerous studies have been conducted using

steady TLC method including Ferguson [1], Den Ouden

and Hoogendoorn [2], Cooper et al. [3], Goldstein and

Timmers [4], Akino et al. [5], Baughn et al. [6], etc.

Simonich and Maffat [7] used a TLC paint with one

active temperature range and employed an optically fil-

tered mercury lamp to tailor the wave length of the in-

cident light to enhance the brightness of a selected color

band.Hippensteele et al. [8] calibrated on the yellow band

observed in white light and adjusted the heat flux into the

surface so the position of the yellow band over a series of

images mapped out the heat coefficient over the surface.

To reduce the uncertainty produced by human eye

observation, Arkno et al. [9] and Hollingsworth et al.

[10] both proposed a trichromic decomposition method,

which is a way of determining the temperature of a

liquid crystal surface from a quantitative measurement

of its color. Camci et al. [11] proposed a time efficient

hue capturing technique to interpret TLC images.

2. Transient TLC method

To overcome the problems of limited color play

range and deteriorating characteristic of color play
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encountered in steady state TLC method, various tran-

sient TLC methods were developed by applying a semi-

infinite transient experimental technique to study the

heat transfer performance on a flat test surface. The

transient method is based on the fact that when the test

surface of a uniform initial temperature is suddenly ex-

posed to a uniformly heated or cooled flow, the mag-

nitudes of the time-varying surface temperature is

governed by transient heat conduction penetrating into

a semi-infinite solid. The details of this method can be

found in the paper by Ireland and Jones [12].

Metzger et al. [13] conducted a transient TLC ap-

proach to study jet impingement cooling on a rotating

disk. Humber and Viskanta [14] used the similar tran-

sient TLC method to examine the influence of spent air

exits located between the jets on the magnitude and

uniformity of local heat transfer coefficient for a con-

fined 3� 3 square array of axis-symmetric air jets im-

pinging normally to a heated surface. Chyu et al. [15]

have utilized bulk mean temperature to refine the TLC

method for turbine foil internal passage cooling.

Theoretically, the following conditions need to be

satisfied for employing the analytical 1-D transient so-

lutions: (a) 1-D heat conduction, (b) imposing an in-

stantaneous convective heating or cooling boundary

condition on the surface, and (c) semi-infinite depth of

the solid. Among these conditions, condition (a) is fre-

quently violated by nearly all the applications. To satisfy

conditions (b) and (c), inconvenient and/or complex

designs are frequently required to be implemented. For

example, in practical experiment cases, the ideal step

temperature change on the test surface is not achievable.

To deal with it, one must use a superimposed method to

approximate the transient temperature changing curve

on the test surface by integrating a finite number of step

changes (see [16]). Depending on the time step size, the

obtained data accuracy may not always be satisfying.

Motivated by the needs for more accurately measur-

ing the heat transfer coefficients and for simplifying ex-

perimental setup and procedures, this paper develops an

approach of coupling the transient liquid crystal method

with a 3-D inverse transient conduction scheme. A

jet impingement test rig was employed to produce non-

uniform surface heat transfer coefficient for this study.

3. Experimental program

3.1. Test section

In the present test section, as shown in Fig. 1, flow

from the compressor first came through the inlet and

entered the chamber A, then flowed through the in-lined,

uniformly distributed impingement holes on the alumi-

num plate and impinged on the heated target surface. A

specially designed composite heated test surface em-

ploying the TLC method is illustrated in Fig 1. The test

surface consisted of five layers. The first layer was a clear

LEXAN plate of 12.6 mm (1/2 in.) thick which served as

the support for the heater and the liquid crystal sheet.

The second layer was the liquid crystal sheet, which was

about 0.1 mm thick with adhesive on both sides. The

liquid crystal sheet (model number R25C5, HALL-

CREST) had a temperature range of 25–30 �C. The

third, fourth, and fifth layers were the heater sandwiched

between silicon rubber layers 0.47 mm thick on both

Nomenclature

d jet hole diameter

h local heat transfer coefficient

H average heat transfer coefficient

k air thermal conductivity

Nu Nusselt number ðhd=kÞ
Re Reynolds number ðVd=mÞ
RGB Red, green, and blue

T temperature

TLC thermochromic liquid crystal

V jet velocity

m air kinematic viscosity

Subscripts

jet impingement jet

max maximum value

min minimum value

Fig. 1. Test section and the composition of the heated wall.
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sides. The total thickness of the patch heater was

approximately 1 mm and the actual thickness of etched

heating foil was about 0.059 mm.

In the present test section, if the method of using

analytical 1-D transient conduction solutions were

adopted, an instantaneous step-change of heated flow

would have to be satisfied. In the current study, the

impingement air flowed through an aluminum plate

drilled with impingement jet holes, so the jet air tem-

perature would be cooled by the aluminum plate initially

and could not provide an adequate step change. Fur-

thermore, steep lateral temperature gradients on the jet

impingement surface would introduce errors due to de-

viation from 1-D assumption. Therefore, instead of

imposing a step change of the heated air jet impinging

on a cold target surface, the experimental condition in

this study was designed to use a step-changed heated

target surface with steady, cold air jets. Since the heater

was very close to the cooling surface (within 1 mm), the

heat transfer from the heater to raise the cooling surface

5 �C was estimated to be 20 ms, which was one order of

magnitude faster than the time (0.3 s) needed for step-

changing the flow temperature. Furthermore, providing

a step-change of surface heat flux is more convenient

than step-changing the main flow temperature. Consid-

ering the situations encountered in this study, no ana-

lytical heat conduction solutions were available for the

present transient liquid crystal method. Therefore,

the following approach was developed by this study to

combine the transient TLC imaging techniques with a

3-D inverse transient heat conduction scheme to obtain

the surface heat transfer coefficients.

4. Image processing system

The image processing procedure is shown in the

upper part of Fig. 2. First, a period of TLC color images

on the test surface was recorded by a standard 8 mm

camcorder. Then images were digitized to TIFF format.

The image acquisition rate was set to be 30 images per

second, which was the standard image recording rate of

the majority of CCD cameras. The whole TLC color

play history became a large number of discrete image

TIFF files. Using MATLAB image processing toolbox,

each pixel of those images could be interpreted as a

(R;G;B) data set. (R;G;B) represents the color intensity

value of the three primary colors: red, green, and blue.

The next step was to transform the color information in

the RGB domain into the UVW domain. The trichro-

matic decomposition method was employed to achieve

this goal.

Fig. 2. Flow charts of the image processing system and the 3-D inverse transient conduction scheme.
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4.1. Trichromic decomposition

The trichromic decomposition is a standard quanti-

tative method to assign a scalar value to the perception

of color. This method is based on the mathematical

representation of color that is widely used by television

and color printing industries. Sponson [17] and Pratt

[18] published detailed discussions of trichromic color

representation in their texts. The RGB system may be

the most internationally recognized operating do-

main for color quantification; however, it is strongly

non-linear. The UVW system was designed to minimize

non-linearities and provide a more uniform response of

the human eye to change in colors.

The goal of the analysis is to evaluate the images

recorded by the video recording system and to produce

a scalar description of colors, that could generate an

unambiguous description of the temperature of liquid

crystal. The linear transformation between the RGB

system and the UVW system was through the following

matrix [10]:

ðUVW ÞT ¼ AðRGBÞT; ð1Þ

where

A ¼
0:405 0:116 0:133
0:299 0:587 0:114
0:145 0:827 0:627

2
4

3
5: ð2Þ

The 3� 3 matrix A was determined by deriving a set of

equations that described the color matching conditions

using the two primaries system [10]. The fraction of the

total intensity attributable to each of the UVW prima-

ries is: u ¼ U=ðU þ V þ W Þ, v ¼ V =ðU þ V þ W Þ, and

w ¼ W =ðU þ V þ W Þ. The variables u; v; and w are

called ‘‘chromaticity coordinates’’. The vector ðu; vÞ is a
sufficient description of all three variables since w can be

uniquely determined if u; v are known. Fig. 3 shows a

2-D representation of colors in u� v coordinates. White

light, a uniform mixture of all wave lengths, is located at

coordinates ðu0; v0Þ, where u0 ¼ 0:201 and v0 ¼ 0:307.
The triangle formed by the RGB primaries contains all

the colors that can be reproduced by a video system.

Any point on this surface can be described either by a

pair of chromaticity coordinate ðu; vÞ or by the color

deviation vector ðu� u0; v� v0Þ from the white-light

reference point (see Fig. 4). The vector provides two

values: radius and angle. The magnitude of this vector

represents the saturation and the angle describes the

hue. The hue angle h (counter-clockwise as positive) and

the magnitude q are defined as:

h ¼ arctg
v� v0
u� u0

� �
; ð3Þ

q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu� uoÞ2 þ ðv� voÞ2

q
: ð4Þ

Typically, when temperature increases, the color from a

liquid crystal changes from brown to yellow to green to

blue. When the data acquired through a video system

were plotted, a monotonic hue-angle increase was ob-

served as temperature increased. As an illustration, the

chromaticity of a point on the test surface from a cali-

bration experiment is shown in Fig. 4. The hue-angle

was replotted versus temperature as Sample A in Fig. 5,

which shows that there is a well-described relationship

between the temperature and color hue angle in the

color play range. In this method, a hue angle was used as

the indicator of a specific temperature. For example, in

Fig. 5, the hue angle 200� corresponds to the tempera-

ture at 32 �C. Four samples at different locations as

shown in Fig. 5 show the repeatability and uncertainty

of this method.

The hue angle approach was proposed by Hollings-

worth et al. [10] in a steady state heat transfer study. To

our knowledge, the current experiment might be the first

one to apply hue angle to the transient TLC method.

Another modification made to the previous transient

Fig. 3. Chromaticity diagram for the uniform chromaticity

scale color system.

Fig. 4. Chromaticity of a TLC sample at different temperature

levels.
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TLC method was instead of using pre-calibrated TLC

color versus temperature characteristic, an in situ cali-

bration by mapping actual thermocouple readings was

performed during each experimental case.

After performing trichromic decomposition, all the

TIFF image files were averaged into a sequential order

of matrix with ðm� nÞ entries, where m and n represent

the number of pixels sampled in the x-direction and

y-direction, respectively. The sequential order of those

images also reflected the time history. One image file

contained two types of information: the time elapse

from the beginning of the experiment and target surface

temperature distribution at that instant. For each image

file at one instant, the image of the entire surface was

transformed into a 3-D matrix RGB ðnx; ny; 3Þ by using

the MATLAB image processing toolbox, where nx and

ny stood for the number of pixels in x-direction and

y-direction, respectively. From each pixel, the intensity

value of each color, the RED, GREEN, and BLUE, was

derived. By utilizing the linear transformation men-

tioned from before, the 3-D RGB matrix was further

transformed into a 2-D matrix UV, from which the hue

angle was calculated at each pixel of the image consid-

ered. After processing every image in this way, a large

group of matrices was obtained in a time sequential

order. For each pixel, the history of the hue angle change

during the experiment was obtained. Referring to the

hue-angle versus temperature curve as shown in Fig. 5, a

particular data point which had demonstrated reliability

and consistency between hue angle and the temperature

was chosen as a reference point. For example, at the hue

angle of 200�, the corresponding temperature was 32 �C.
By looking through the hue angle’s changing history, the

time elapsed to reach the reference value (200�) could be

obtained at each pixel. This elapsed time was calculated

by multiplying the sequential number of the specific

image by the time interval (1/30 s) between two succes-

sive images. Finally, a 2-D matrix TIME ðnx; ny; 1Þ
containing the information of the duration for each pixel

(or each physical location) on the target surface to reach

a pre-determined temperature level (32 �C in the present

study) could be obtained. At this stage, and for each

case, the raw data had been reduced to a matrix

sðnx; nyÞ, which stated the time period of each sampled

pixel to reach the specific temperature level.

The next step of heat transfer data processing was to

back calculate the heat transfer coefficient from the time

elapse information. The 3-D inverse scheme was em-

ployed here. The temperature information obtained on

the TLC surface was not on the true surface but a short

distance beneath the surface. The unknown heat transfer

coefficients were to be recovered as the boundary con-

dition on the true surface of the heat conduction body.

The dimensions and physical properties of the composite

heated test surface and the heat flux generated by the

heater were known. Using all these parameters as the

input to the inverse scheme, the heat transfer coefficient

at each location on the target surface could be calcu-

lated.

4.2. 3-D Inverse transient conduction scheme

For a transient heat conduction problem, the tem-

perature distribution inside a solid can be found through

numerical or analytical methods if the heat flux or tem-

perature histories at the surface (i.e. the boundary con-

ditions) of the solid are known. This is a direct problem.

However, in many dynamic heat transfer situations, one

of the boundary conditions, such as the surface heat flux

or surface heat transfer coefficient, are not known, and

they must be determined from transient temperature

measurements at interior locations. This kind of prob-

lem is categorized as the inverse problem. In the present

study, the term ‘‘inverse’’ was used to emphasize the

nature of the current problem in a broad sense. In this

study, the known information was the time period to

reach a specific temperature for each pixel over the TLC

surface beneath the heater, The unknown to be solved

was the heat transfer coefficient distribution on the test

surface. A program written in MATLAB was utilized to

implement this scheme.

The inverse scheme consists of two stages. The first

stage is to solve the direct heat conduction problem. The

second stage is to correct the estimated heat transfer

field. The heat transfer problem in this study is a 3-D

transient heat conduction problem. The general gov-

erning equations for a 3-D transient conduction prob-

lem is:

qc
oT
ot

¼ r � ðkrT Þ þ S; ð5Þ

where q is the local density of calculation domain, c is

the local heat capacity of calculation domain,

r :
o

ox
iþ o

oy
jþ o

oz
k

and S is the interior heat source.

Fig. 5. Hue angle versus temperature of a TLC color history.
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The numerical calculation was performed using the

second-order central differencing scheme for spatial axis

and implicit method for temporal step. The discretiza-

tion of the governing equation results in a large set

of linear algebraic equations, which are solved by the

Gauss–Seidel point-by-point iterative method. The re-

sults are deemed reaching convergence when the varia-

tion of consecutive results of at each grid point is less

than 10�6. After one round of solving a direct 3-D

transient heat conduction problem, a predict-and-cor-

rect method is employed to adjust the input condition.

For this study, the inverse scheme starts with ap-

plying a guessed heat transfer coefficient distribution on

the test surface as the boundary condition and compute

the temperature field of the whole domain. The flow

chart in the low part of Fig. 2 shows the procedure of the

present inverse problem-solving scheme. The second

step is to correct the previously guessed heat transfer

coefficient distribution, and continue another run of 3-D

transient heat transfer computation. This loop continues

until the calculated transient temperature information

(i.e. both time and temperature values) of each grid

on the target surface matches the experimental data

within the convergence criterion. During the correction

process, the Newton root-finding method is adopted to

correct the assumed heat transfer coefficient distribution

as described below.

At the beginning of the correction loop, two esti-

mates of h are given in such a way so that h1 is much

smaller than the estimated value and the second value h2
is much larger. Therefore, h can be assured to be be-

tween h1 and h2, i.e. h1 < h < h2 (see Fig. 6). For each

h, by computation, two values of t (t1 and t2) are ob-

tained. The experimental results of t should be between

t1 and t2. The next step is to obtain the next guess of h

by utilizing the following formula:

h0 ¼ h1þ h2� h1
t2� t1

� ðt � t1Þ: ð6Þ

Using the corrected h0 as the input, another resultant h3
can be obtained. If h3 is larger than h; h1 is replaced by

the value of h0; otherwise, h2 is replaced by h0. Further
on, using the new value of h1 and h2, repeat the whole

calculation process until the relative difference between

the calculated t and the experimental result t is within

the acceptable tolerance, say 1� 10�6 s, for each grid

point on the target surface.

To reveal the heat transfer characteristic details on

the entire surface, the whole test surface was considered

as the computational domain. Each of the composite

layers of the heater was treated as an individual layer

(two layers of silicon rubber, one layer of liquid crys-

tal, and one layer of heating element). The heater was

treated to generate energy uniformly by adding a source

term to each of the computational grid. The grid system,

as shown in Fig. 7, was 375ðxÞ � 240ðyÞ � 35ðzÞ, which
was uniform in x- and z-directions and non-uniform in

y-direction.

To determine the appropriate grid density, grid-

independence tests have been performed. When the

grid numbers changed from 187ðxÞ � 120ðyÞ � 17ðzÞ to

375ðxÞ � 240ðyÞ � 35ðzÞ, the maximum relative deviation

of the temperature was less than 2%, which was deemed

acceptable to this study. No denser grid system was

tried.

Generally, three kinds of boundary conditions are

encountered in heat transfer conduction. These are:

given boundary temperature (type I), given boundary

heat flux (type II), and given surface heat transfer co-

efficient (type III).

On the front side (impingement side) of the test plate,

the boundary condition is type III, but its value was

unknown and was to be guessed first and corrected by

employing the inverse heat conduction scheme.

On the back side of the test plate, the boundary

condition was type I. The temperature of the back sur-

face was set to the values read by two thermocouples on

the back surface. In this study, since the Lexan substrate

was selected to be thick enough as an insulator to reduce

the back losses. The back surface temperature was able

to be maintained at the ambient temperature during

each experiment. This was verified by the two thermo-

couples mounted on the back surface.

On the other four surrounding sides of the test plate,

adiabatic boundary condition was applied, which could

be treated as a special case of type II boundary condition

with zero heat flux input.

Fig. 6. Newton root-finding method to correct guessed heat

transfer coefficient value. Fig. 7. Computational grid system.
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The input information required for the calculation is

listed below:

(1) the heat flux generated by the heater,

(2) thermophysical properties of the materials including

the test surface, heater and the composite substrate,

(3) ambient temperature during the experiment,

(4) the boundary conditions on all the boundaries in-

cluding the guessed heat transfer coefficients on the

front surface,

(5) the initial condition of the entire computational do-

main,

(6) the dimensions of the test surface, and

(7) the grid system’s configuration.

4.3. Experimental procedure

Before the experiments were conducted, the CCD

camera was calibrated by using a standard color map to

verify the digitization property and reliability of the

particular camera used. A hardcopy of color map in-

cluding the three primary colors was used as the refer-

ence. The CCD camera used for the heat transfer study

was employed to record three images of the color map at

different dates. The time interval between the taking of

each image was 24 h. Those three images were then

digitized by the image board and processed by the

MATLAB image toolbox. The RGB values of each pixel

of these different images were compared and found to be

consistent within 1.3%. It was concluded that the camera

was reliable to use.

A pre-test of the color property of the liquid crystal

sheet was conducted on the target surface heated with a

constant heat flux without air impingement. The pre-test

indicated that the foil heater delivered an acceptable

uniformity of heating. The temperature variation be-

tween any two randomly chosen locations on the surface

(or pixels of the TLC images) at any time during mea-

surement was found within 0.2 �C with a DT ð¼ Tw � T1Þ
of 8 �C.

To minimize the deterioration of the color play

properties of TLC sheet, the TLC surface was well cov-

ered and protected by a black card-board sheet and

cloth immediately after each test. To eliminate errors

due to lighting and viewing angle, an in situ calibration

was performed for each experiment. In every test case,

readings of three embedded thermocouples were used as

the standard against which the color images were cali-

brated. The thermocouples themselves were calibrated

against an RTD which was supplied and calibrated

by National Institute of Standard and Technologies

(NIST).

A heat transfer test was started about 20 min after

the flow reached steady state by switching on the DC

power supply of the heater. At the same time, the CCD

camera and the thermocouple temperature measurement

system were turned on. Three embedded thermocouple

readings were matched by their physical (or real) time to

produce the one-to-one relationship with the corre-

sponding frame of the color image. By specifically look-

ing at the hue angles of the TLC display at these three

locations, a unique relationship between the temperature

and the hue-angle was established for each thermo-

couple location. Ideally, for one specific temperature,

the hue angle derived from the temperature data of three

locations should be identical. For the four cases per-

formed, the hue angle’s variations were within 3%. The

averaged calibration curve was used. The complete

image change history during the transient tests was re-

corded by the CCD camera on an 8 mm tape, which

Table 1

Nth order uncertainty analysis of heat transfer coefficient results

Independent variables Nominal values Uncertainty magnitudes Individual uncertainty of h (%)

Main flow temp. (�C) 22.8 0.2 2.0

Initial temp. (�C) 22.8 0.2 1.0

Test surface thickness (mm) 13.8 0.025 1.8

Voltage (V) 75.0 0.51 1.0

Current (A) 0.35 0.02 1.2

Hue angle (�) 150 0.5 0.3

Test surface height (m) 0.1 0.0005 0.24

Test surface width (m) 0.18 0.0005 0.13

Thermal conductivity of Lexan ðW=m �CÞ 0.193 0.5 0.09

Density of Lexan ðkg=m3Þ 2210.0 0.5 0.02

Specific heat of Lexan ðJ=kg �CÞ 1670.0 1.2 0.01

Thermal conductivity of silicon rubber

ðW=m �CÞ
0.150 0.020 0.003

Density of silicon rubber ðkg=m3Þ 1200.0 1.2 0.02

Specific heat of silicon rubber ðJ=kg �CÞ 2010.0 2.1 0.01

h ðW=m2 �CÞ 350 20.54 5.9 (total uncertainty)
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acted as a raw data storage media. Typically, the test

lasted from 4.5 to 7.5 min, depending on the test con-

ditions such as heat flux levels and corresponding jet

Reynolds numbers.

In the present experimental situation, since the heat

transfer condition was transient, the effect of develop-

ment of thermal boundary layer needed to be evalu-

ated. Several different heating processes using different

amounts of heating power were performed under the

same flow condition (or Reynolds number). The exper-

imental results showed differences within 1%, which is

believed including the effect of thermal boundary layer

development but not exclusively.

5. Uncertainty analysis

The uncertainty analysis was performed before,

through, and after the experiment following the pro-

cedure proposed by Moffat [19]. The independent

variables were traced and identified following the

methodology proposed by Wang and Simon [20]. The

result of N-th order uncertainty analysis is shown in

Table 1. The detailed analysis including zeroth order, the

first-order and the pre-test uncertainty analysis is doc-

umented by Lin [21]. The largest uncertainty (2%) is

contributed by the 0.2 �C uncertainty in reading the

mean flow temperature. The second largest uncertainty

(1.8) is contributed by the uncertainty of 0.025 mm in

reading the test surface thickness. The total uncertainty

of the heat transfer coefficient is 5.9%. Initially, it was

concerned that the uncertainty of hue angle might sig-

nificantly contribute to the overall uncertainty. However,

a careful execution of hue capturing and data processing,

accompanied by in situ thermocouple calibration, have

reduced the uncertainty of hue angle to approximately

0.3%.

6. Results and discussion

The transient TLC method has provided test results

with remarkable spatial resolution for engineering

Fig. 8. Contour plot of convective heat transfer coefficient distribution ðW=m2 �CÞ on the impingement target surface with Re ¼ 1039:

(a) gray scales; (b) contour lines.
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needs. Each frame consisted of 480� 752 pixel image

that covered an actual viewing area of 10 cm� 16 cm

(height�width).

In order to validate the present TLC method, ex-

perimental cases at Re ¼ 1039, 3026, and 5133 were

conducted to investigate the convective heat transfer

coefficient distribution on the impingement surface. The

results of Re ¼ 1039 are shown in 2-D local heat transfer

coefficient distribution in Fig. 8, presented by both gray

scale and line contour plots. The average (H), maximum

ðhmaxÞ, and minimum ðhminÞ values of heat transfer co-

efficients over the entire target surface are shown in

Table 2.

The results show that Nu/Re values are 0:00265� 1%

or Nu ¼ 0:00304Pr0:42Re. The present results agree well

with Kercher and Tabakoff’s [22] correlations within

10% as shown in Fig. 9. They proposed Nu=Pr1=3 ¼
0:00395Re0:966. They investigated heat transfer by a

square array of round air jets impinging perpendicularly

to a flat surface including the effects of spent air, which

was similar to the present study. Their data cover a

range of jet diameter Reynolds number from 300 to

30,000, jet spacing from 3.1 to 12.5 jet diameter, and

plat-to-surface distance of 1.0–4.8 jet diameter. The

comparisons are also made with the correlation pro-

posed by Huang [23]. Huang investigated the heat

transfer coefficients for airflow through round jets im-

pinging normal to a heat transfer surface without spent

air effects. This comparison validates the present method

in a global scale, but the present results provide ex-

tremely detailed local heat transfer coefficient distribu-

tion which was obtained without approximations

inherited in 1-D transient liquid crystal method.

A comparison between the 3-D and 1-D results for

Re ¼ 1039 is shown in Fig. 10. Fig. 10(a) shows the local

heat transfer coefficient value (h) along a horizontal

straight line through the centers of the fourth row of

impingement holes. The 1-D results show that the local

maximum and minimum values are approximately 15–

20% higher than the 3-D results. To further compare the

spanwise average of the results, the whole target surface

Table 2

Comparison between the 3-D and 1-D overall heat transfer results for one case at Re ¼ 1039

Model hmin ðW=m2 �CÞ hmax ðW=m2 �CÞ H (W=m2 �C) H/Re (W=m2 �C) Nu/Re

3-D 11.80 188.76 71.91 0.0692 0.00265

1-D 13.28 210.47 80.83 0.0778 0.00298

Fig. 9. Comparisons of the present experimental results with

other studies. The dashed lines are extrapolations made by the

present study.

Fig. 10. Comparison between 3-D and 1-D results for Re ¼ 1039: (a) local heat transfer coefficient along the center of the fourth-row

of jet holes; (b) spanwise average of the heat transfer coefficients distribution.
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is divided into 88 sub-domains (8 rows� 11 columns)

with the jet-hole location placed in the middle of each

sub-domain. The measurement was made from a 240 �
376 array of pixels; therefore, each sub-domain contains

30� 34 measurement points. Fig. 10(b) shows that the 1-

D result of the spanwise average heat transfer coefficient

ðHzÞ for each column is approximately 20% higher than

the 3-D results. Comparison of the overall average of the

heat transfer coefficient (H) between 1-D and 3-D results,

as shown in Table 2, indicates that 1-D method over-

predicts the heat transfer coefficient about 12%. This can

be explained that 3-D method accounts for the lateral

heat flows induced by local temperature gradients, which

smear out the heat transfer effect. A detailed analysis of

the present results, together with other three experi-

mental cases, is presented by Wang et al. [24].

7. Conclusions

A transient liquid crystal method was developed and

validated by conducting an experimental investigation of

heat transfer and flow structure of impingement jet

arrays in a confined space.

Instead of utilizing the conventional 1-D transient

TLC method, the present study employed a new tran-

sient liquid crystal method coupled with an inverse 3-D

transient conduction scheme. Hue angle method was

first time-employed in a transient liquid crystal scheme

by the present study to achieve better certainty for

mapping temperature versus color relationship. Syn-

chronized temperature readings from embedded ther-

mocouples are used for in situ calibration. Merits for

adopting the present method include: (1) reducing the

complexity of the experimental procedures and ex-

perimental set up by avoiding imposing instantaneous

step-change of heated/cooled flow (2) replacing 1-D

approximation with more accurate 3-D computation,

and (3) replacing unsteady flow condition with steady

flow condition.

The results indicate that the 1-D results are higher

than the 3-D results with the local maximum and min-

imum heat transfer values being over-predicted by about

15–20% and the overall heat transfer by approximately

12%. This is due to the fact that 1-D method does not

include the local lateral heat flow induced by local

temperature gradients.
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